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Evolution of Organic Aerosols
in the Atmosphere
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Organic aerosol (OA) particles affect climate forcing and human health, but their sources
and evolution remain poorly characterized. We present a unifying model framework describing
the atmospheric evolution of OA that is constrained by high–time-resolution measurements of its
composition, volatility, and oxidation state. OA and OA precursor gases evolve by becoming
increasingly oxidized, less volatile, and more hygroscopic, leading to the formation of oxygenated
organic aerosol (OOA), with concentrations comparable to those of sulfate aerosol throughout
the Northern Hemisphere. Our model framework captures the dynamic aging behavior observed in
both the atmosphere and laboratory: It can serve as a basis for improving parameterizations in
regional and global models.

Submicron atmospheric aerosols exert a
highly uncertain effect on radiative climate
forcing (1) and have serious impacts on

human health (2). Organic aerosol (OA) makes
up a large fraction (20 to 90%) of the submicron
particulate mass (3, 4). However, OA sources,
atmospheric processing, and removal are very
uncertain. Primary OA (POA) is directly emitted
from fossil fuel combustion, biomass burning,
and other sources, but the atmospheric evolution
of POA after emission remains poorly charac-
terized (3, 4). Recent results show that secondary
OA (SOA), formed by atmospheric oxidation of
gas-phase species, accounts for a large fraction of
the OA burden (3, 5–9). Despite much recent
progress in our understanding of SOA formation
chemistry (10), current “bottom-up”models based
on parameterizations of laboratory experiments
cannot explain the magnitude and evolution of
atmospheric SOA (5–9). Explicit chemical mod-
els are still not able to predict ambient SOA con-

centrations or degree of oxidation accurately, and
they are too complex for large-scale models (11).
A better understanding of the chemical evolution
of OA is required to reduce unacceptable aerosol-
related uncertainties in global climate simulations
(12) and to improve air quality (13).

Here we integrate observations and modeling
to better characterize the physical and chemical
properties and climate effects of OA. Field and
laboratory data show that the volatility and oxida-
tion state of organics can be used to build a two-
dimensional (2D)modeling framework thatmaps
the evolution of atmospheric OA. The measure-
ments andmodel revealOA to be a highly dynamic
system, tightly coupled to gas-phase oxidation
chemistry. Gas-phase reactions transformOAcon-
stituents, and the OA itself is an intermediate,
often forming from gas-phase precursors and ul-
timately returning, in part, to gas-phase products.
The framework, though computationally inex-
pensive, allows an accurate representation of OA

in regional and global climate and air-quality
models used for policy assessments.

The aerosol mass spectrometer (AMS) detects
OA quantitatively by combining thermal vapor-
ization and electron ionization (EI) (14). Factor
analysis of AMS data (FA-AMS) (3, 15–17) dem-
onstrates that AMS data contain sufficient infor-
mation to differentiate several types of OA and to
determine their dry oxygen content (18). FA-
AMS is based on the total OA mass and avoids
the challenges of techniques based on molecular
tracers with highly variable tracer:OA ratios (19)
that may not be stable against atmospheric oxida-
tion (20). Figure 1 summarizes FA-AMS results at
many locations in the Northern Hemisphere, with
typical high-resolution component spectra shown
in fig. S1 (21). POA from fossil fuel combustion
and other urban sources [hydrocarbon-like OA
(HOA)] and biomass-burning OA (BBOA) have
been identified inmultiple studies. However, most
OAmass at many locations is oxygenated organic
aerosol (OOA) (3), characterized by its high oxy-
gen content, with an atomicO:C ratio (an indicator
of oxidation state) of 0.25 to ~1 for highly aged
OA (18). There is strong evidence that most atmo-
spheric OOA is secondary: Increases in OOA are
strongly correlated with photochemical activity
(7, 22) and other secondary species (7, 16, 17, 22),
andOOA levels are consistent with SOA estimates
using other methods (13, 15).

At many locations, FA-AMS identifies two
subtypes of OOA that differ in volatility and O:C
(Fig. 1). Volatility and O:C are generally inversely
correlated (16–18, 23, 24). Low-volatility OOA
(LV-OOA, empirical formula~C8O5.5H10) is strongly
correlatedwith nonvolatile secondary species such
as sulfate and has a high O:C (Fig. 1, inset), consist-
ent with regional, heavily aged OA. Semi-volatile
OOA (SV-OOA, empirical formula ~C8O3H11)
has a higher correlation with semivolatile species
such as ammonium nitrate and ammonium chlo-
ride and has a lower O:C, consistent with less–
photochemically aged OA. These two OOA
subtypes offer a lumped description of SOA com-
ponents based on their distinct physicochemical
properties. The relative concentrations of theOOA
subtypes depend on both ambient temperature and
photochemistry. For the three sites with both win-
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ter and summer measurements, for example, SV-
OOAwas observed only during the summer, when
the dynamic range in ambient temperature and
photochemical conditions is larger.

Recent field and laboratory experiments illus-
trate the fact that atmospheric oxidation reactions
result in the dynamic evolution of OA properties
with age. This evolution contrasts sharplywith the

relatively static nature of sulfate aerosol. In gen-
eral, atmospheric SV-OOA corresponds to fresh
SOA that evolves into LV-OOA with additional
photochemical processing. Figure 2, A and B,
present data acquired aroundMexico City aboard
the National Center for Atmospheric Research/
National Science Foundation C-130 aircraft during
the Megacity Initiative: Local and Global Re-
search Observations (MILAGRO) campaign (25).
This megacity experiences substantial particu-
late pollution, including intense SOA formation
(7, 18, 22, 23, 25). The aircraft flew over a
ground supersite located inside the city (designated
as T0) and two sites 30 and 63 km downwind
(designated T1 and T2) in the afternoon, cor-
responding to approximate transport times of 0,
3, and 6 hours from the urban area. In the urban
area (T0), SV-OOAwas already dominant, consist-
ent with previous observations (7), but the fraction
of OOA, O:C, and the relative LV-OOA contribu-
tion all increased with aging (T0→T1→T2).

A similar transformation has also been ob-
served in the laboratory (Fig. 2, C to F) for various
types of OA (21). SOA formed from the oxidation
of a-pinene becomes more similar to ambient SV-
OOA after some aging and then evolves with
continued oxidation to become increasingly sim-
ilar to ambient LV-OOA (Fig. 2C). SOA forma-
tion and heterogeneous oxidation from primary
diesel emissions, biomass-burning smoke, and the
POA surrogate squalane result in strikingly similar
transformations (Fig. 2, D to F). The bulk OA
spectra in each experiment initially resemble the
appropriate source aerosol spectra, but as photo-
chemistry proceeds, their signature is transformed
and the laboratory OA spectra become more sim-
ilar first to that of ambient SV-OOA and then in-
creasingly to that of LV-OOA. These observations,
when taken together, indicate that atmospheric
oxidation of OA converges toward highly aged
LV-OOA regardless of the original OA source,
with the original source signature being replaced
by that of atmospheric oxidation. This is consist-
ent with the previously reported ubiquity in atmo-
spheric OA of humic-like substances (HULIS),
which are complex mixtures of high–molecular-
weight polycarboxylic acids that are similar to
fulvic acids in soil organic matter (26).

An important property of aerosols is hygro-
scopicity (propensity to absorb water vapor). A
more hygroscopic particle of a given sizewill grow
more under humid conditions, scattering more in-
cident light; it will also bemore likely to form cloud
droplets. Both phenomena strongly influence the
radiative forcing of climate through the direct and
indirect effects of aerosols (1). The dependence of
hygroscopicity on particle composition can be rep-
resented with the single parameter k (27). Figure 3
shows the relationship between organic O:C and k
for ambient aerosols in urban, forested, and remote
locations and also for SOA formed in laboratory
chambers from three different precursors (21); O:C
and kwere determined byAMSand hygroscopicity
tandem differential mobility analyzer (HTDMA)
(28) measurements, respectively. A trend of increas-

ing hygroscopicity with increasing O:C is robust.
This strongly suggests that a model must reproduce
the evolution of OA shown in Fig. 2 to estimate the
variations in OA hygroscopicity, allowing the ef-
fects of OA on global climate to be determined
more accurately in atmospheric models.

Traditional SOA models are based on the pa-
rameterization of smog-chamber experiments, often
using a two-product absorptive partitioning scheme
(10). Thesemodels typically do not capture either
the amount of SOA or the substantial aging ob-
served in field experiments described above (7).
Recently, Robinson et al. (29) proposed an OA
model scheme based on lumping species into vol-
atility bins of a basis set (specified as decades in
saturation concentration, C*, at 298 K). This
resulted in improved agreement between regional
model predictions and ambient measurements.
However, simplified lumping schemes based only
on volatility cannot represent the broad diversity in
physicochemical properties of organic species, such
as polarity, solubility, carbon number, and reactivity,
and thus may not reproduce the formation rates,
properties, or atmospheric fates of OA.

The discussion above underscores the fact that
the oxygen content and volatility of OA evolve
with photochemical processing. This motivated
development of a 2D volatility basis set (2D-VBS)
modeling framework usingOAvolatility (C*) and
oxidation state (here approximated by oxygen
content, O:C) as its two basis vectors. Because
these twoOAproperties can bemeasured in near–
real time, this framework can be constrained and
directly verified with experimental data, which is
an advantage over a previously proposed basis set
based on carbon number and polarity (30). More-
over, this framework could be used to estimate
OA hygroscopicity and would thus introduce an
important simplification in atmospheric models.

As shown in Fig. 4, the 2D-VBS (21) lumps
species with C* <~ 107 mg m−3 into bins that are
spaced evenly in C* and O:C space. Each bin in-
cludesmany organic compounds, spanning only a
narrow range of carbon numbers. All constituents
are assumed to form a quasi-ideal solution ac-
cording to standard partitioning theory (31). In the
atmosphere, only species with C* <~ 10 mg m−3

typically partition substantially into the aerosol (8).
Figure 4 shows the location of the OOA fac-

tors in the 2D-VBS. Most ambient OA is a mix-
ture of LV-OOA and SV-OOA, with 0.25 < O:C <
1 and low C*. Most primary emissions lie along
or near the x axis (low O:C, various C*). Photo-
chemical reactions cause material to evolve in the
2D space. A key question is, how do primary gas
and particle emissions age to become LV-OOA?

The 2D-VBS simulates photochemical aging
using a functionalization kernel and a fragmen-
tation kernel, a branching ratio between these two
pathways, and a simple representation of differ-
ing homogeneous and heterogeneous oxidation
by OH (Fig. 4C) (21). In the current implemen-
tation, the first generation of oxidation is modeled
with explicit chemistry but the later generations
of oxidation are phenomenological, with param-
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eters consistent with our current understanding of
atmospheric chemistry. It can be applied to mate-
rial produced from any precursor.

To test whether the model can reproduce the
transformations of atmospheric OA shown in Fig.
2, the simulated formation and aging chemistry of
a-pinene SOA (and the attendant vapors) are
shown in Fig. 4. The full (vapor and particle) first-
generation distribution from the a-pinene + O3

reaction (derived from chamber data) is shown
with blue contours in Fig. 4A, having 1 < C*<
107 mgm−3 and 0.1 < O:C < 0.4. Lower-volatility
products to the upper left of the blue contours
condense to form SOA. The reaction of the first-
generation particle and vapor distribution with
OH is modeled with functionalization reactions
that generate products that are roughly within the
limits indicated by the red dashed lines in Fig.
4A. The predicted condensed-phase products after
1.5 lifetimes of OH oxidation are shown with
purple contours in Fig. 4A and the yellow star in
Fig. 4, A and B. The model predicts a tripling

of SOAmass by the end of the second generation
of oxidation. This increase is also accompanied
by an increase in O:C, shown in Fig. 4B, and a
drop in average C* of the aerosol. The predic-
tions in Fig. 4 are consistent with observations of
cis-pinonic acid, a typical first-generation reac-
tion product, and of its OH oxidation product
a,a-dimethyltricarballylic acid (8).Moreover, the
simulation results reproduce the SV-OOA–to–
LV-OOA transformation observed in the laboratory
experiments on a-pinene SOA aging (Fig. 2C).

The model predicts very similar outcomes for
the aging of other SOA precursors, including the
evaporated diesel and biomass-burning smoke
shown in Fig. 2, E and F. Most of the aging in
these simulations occurs via gas-phase oxidation of
semivolatile vapors. OOA formation occurs mainly
via condensation of the less volatile products of
these aging reactions on accumulation-mode parti-
cles, where OOA principally resides (15). However,
in all of these cases, the majority of the oxidation
products in the model are higher-volatility gases.

Although the current implementation of the frame-
work considers aging only by reactions with OH,
other agingmechanisms, such as oligomerization or
the addition of hydrated glyoxal to a semivolatile
organic in the condensed phase (32), could be in-
corporated into the framework. These mechanisms
represent other means of substantially increasing
O:C while reducing C* by several decades.

OA is dynamic and continually evolves in the
atmosphere; this evolution strongly influences the
effects of particulate matter on climate and air
quality. The complex evolution of OA contrasts
with the simpler behavior of sulfate, which is ir-
reversibly oxidized and condensed. Current mod-
eling frameworks for OA are constructed in an
analogous way to those for sulfate, with either no
agingor one-step oxidation.Herewehave presented
a unifying framework describing the atmospheric
evolution of OA, which is directly connected to
worldwide observations and experimentally ver-
ifiable and can be used to evaluate and form the
basis of practical phenomenological modeling

Fig. 1. Total mass concentration (in micrograms per cubic meter) and mass
fractions of nonrefractory inorganic species and organic components in sub-
micrometer aerosols measured with the AMS at multiple surface locations in
the Northern Hemisphere (21). The organic components were obtained with
FA-AMS methods (3, 15–17). In some studies, the FA-AMS methods identified

one OOA factor, whereas in other locations, two types, SV-OOA and LV-OOA,
were identified. HOA is a surrogate for urban primary OA, and Other OA
includes primary OAs other than HOA that have been identified in several
studies, including BBOA. (Inset) Distributions of O:C for the OA components
identified at the different sites, calculated according to (18).
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Fig. 2. Field and laboratory
data of OA evolution with pho-
tochemical aging. (A and B)
Atmospheric aging of OA above
the T0→T1→T2 sites in and
aroundMexicoCity (correspond-
ing to approximate transport
times of 0, 3, and 6 hours from
the urban area) as measured
from the C-130 aircraft during
the MILAGRO field experiment.
OA/DCO, where DCO is the
measured CO minus a North-
ern Hemispheric background
of 100 parts per billion by
volume, is plotted in (B) to
correct for dilution of the air
mass. Biomass burning was
suppressed by rain during this
period. (C to F) Evolution of
OA composition during photo-
chemical aging in laboratory re-
action chambers of (C)a-pinene
SOA, (D) squalane (a liquid hy-
drocarbon used as a surrogate
for reduced primary OA), (E)
diesel exhaust, and (F) biomass-
burning smoke. In (C) to (F), the
increased degree of oxidation
and similarity to ambient OOA
spectra are indicated by the
Pearson correlation coefficients
(R2) between the evolving total
OA spectra in each experiment
and the SV-OOA and LV-OOA
spectra derived from theMexico
City field data set. The similarity
to the initial source spectra de-
creases in all cases: Fora-pinene
and squalane, the evolving OA
is compared to the original OA,
whereas for diesel exhaust and
wood smoke, it is compared
with ambient HOA and BBOA
from Mexico City. Dashed lines
are included to guide the eye.

Fig. 3. Relationship between O:C and hygroscopicity
(k, or equivalently the particle growth factor at 95%
relative humidity) of OA for several field data sets (a
high-altitude site at Jungfraujoch, Switzerland; above
Mexico City, a polluted megacity; and at the forested
site of Hyytiälä, Finland) and for laboratory smog
chamber SOA (21). TMB, trimethylbenzene. Error bars
represent the uncertainties in O:C and korg (org, or-
ganic) and are shown for only a few data points to
reduce visual clutter. GF, growth factor; aw, water
activity.
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approaches. The combination of measurements and
the modeling framework implies that most OA is
an intermediate state of organic material, between
primary emissions of reduced species and highly
oxidized volatile products (CO and CO2). Future
models, inventories, and measurements will almost
certainly need to account for the dynamic sources
and sinks of OA to accurately predict regional and
global OA distributions and properties and thus
the associated health and climate effects.
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Fig. 4. (A) 2D frame-
work for OA aging. The x
axis is volatility (log10 of
C* at 298 K). The y axis
is oxidation state, approx-
imated by O:C. The sec-
ondary y axis shows the
approximatek ofa-pinene
SOA from Fig. 3. Com-
pounds with C* ≤ COA
(the organic aerosol con-
centration, typically 1 to
10mgm−3) favor the con-
densed phase. Those with
C* > COA favor the gas
phase. The OOA factors
described in Figs. 1 to 3
fall in this 2D space as
shownby thegreenareas,
with LV-OOA being less
volatile and more oxi-
dized than SV-OOA. We
modeled the initial oxida-
tionofcommonprecursors
with explicit chemistry, but
later-generation oxida-
tion applies to material
produced from any pre-
cursor. a-pinene (brown
pentagon) is an example.
All products from the a-
pinene + ozone reaction,
modeled explicitly, are dis-
tributed according to the
bluecontours; thematerial
at low C* and high O:C
forms SOA (with mean
properties indicated by the blue star). Typical effects of adding (=O) and (–OH)
functionality to a C10 backbone are shown with red dashed lines, and a
common first-generation product, cis-pinonic acid, is shown with a magenta
dot. After forming a-pinene SOA explicitly, we modeled subsequent aging
reactions with OH within the 2D-VBS. A representative second-generation
product, a C8 triacid, is shown with a crimson dot within the LV-OOA range.
Modeled condensed-phase products after 1.5 lifetimes of OH oxidation are
shown with purple contours. The mass-weighted average is indicated by the
yellow star. This simulation reproduces a substantial shift toward ambient OOA
characteristics, indicated by the shift between the blue and yellow stars. (B)

Evolution of condensed-phase O:C versus approximate OH exposure for
simulated aging (similar to Fig. 2C). The blue and yellow stars for organic
aerosol in (A) are shown. (C) Oxidation can occur in the gas or condensed
phase, and reactions transform material as shown (21). Reactions form three
categories: fragmentation, functionalization, or oligomerization, based on
whether the carbon number decreases, stays the same, or increases. Here we
model the first two pathways. The branching ratio (b) between these pathways
is critical. Functionalization will reduce volatility considerably, whereas
fragmentation can generate more-volatile species, which are less likely to
partition to the OA.
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Section S1. Materials and Methods 
S1.1. Description of Laboratory Aging Experiments 
The α-pinene SOA and squalane aging experiments shown in Figures 2c-d were 
conducted at the Advanced Light Source at the Lawrence Berkeley National Laboratory 
in Berkeley, California (S1, S2). SOA from α-pinene ozonolysis is generated by mixing 
α-pinene (~40 ppm, from bubbling N2 through α-pinene) with ozone (~500 ppb, 
generated by passing N2/O2 mixture through a quartz absorption cell illuminated by a 
pen-ray Hg lamp) in a 130 cm long, 2.5 cm ID flow tube. The total residence time within 
the flow tube is ~90 s, which is sufficient to generate a high concentration of SOA 
particles. Upon exiting the flow tube the aerosol stream is passed through a carulite ozone 
denuder and an activated carbon trap to remove any remaining ozone, α-pinene, and gas 
phase organic products. In a separate oven, squalane aerosol is formed by homogeneous 
nucleation of the heated vapor above a liquid sample. 

The heterogeneous oxidation of either α-pinene SOA or squalane particles by OH 
radicals is carried out in a second flow tube (130 cm long, 2.5 cm ID, type 219 quartz). 
The aerosol stream is mixed with humidified N2 (RH = 10-60%, controlled by a water 
bubbler), O2 (5%), and variable amounts of O3 (generated by passing pure O2 through a 
corona discharge). OH radicals are generated within the reaction cell by the photolysis of 
ozone using light from four 130 cm long Hg (λ = 254 nm) lamps (UVP, Upland, CA) 
positioned along the length of the reactor, followed by reaction with water vapor. OH 
concentration is varied by adjusting both the RH and ozone concentration within the flow 
cell. The steady state OH concentrations are estimated using a kinetic modeling program 
fit to GC-FID measurements of the decay of hexane over a large range of precursor, RH, 
and ozone concentrations. The total flow through the reactor is 1.0 L min-1, which 
corresponds to an exposure time of ~ 37 s. The temperature of the reactor was ~35oC as a 
result of moderate heating from the nearby UV lamps. As discussed by Smith et al. 
(2009), the heterogeneous reaction rate should be only very weakly dependent on 
temperature, and therefore the effect of the 10oC difference from room temperature 
should be insignificant for those experiments. Upon exiting the reactor a portion of the 
aerosol stream is sampled by an Aerodyne HR-ToF-AMS (S3). The remainder of the 
aerosol stream is sent to a differential mobility analyzer (DMA) and condensation particle 
counter (CPC) to measure the size and concentration of the particles. 

The aging experiments for diesel and biomass burning emissions shown in Figures 2e-f 
were carried out in the smog chamber at Carnegie Mellon University. Briefly, source 
emissions were injected into the smog chamber and, after an initial mixing period, 
photochemical aging was driven using UV lights. Further experimental details are 
described by (S4-S7).  A quadrupole AMS (Q-AMS) (S8-S9) was used to characterize the 
evolving OA composition. 

S1.2. Experiments Relating Hygroscopic Growth to O:C of Organic Aerosols   
Figure 3 summarizes the results of several laboratory and field experiments, which are 
summarized in this section. 

Smog chamber experiments. The hygroscopic properties of laboratory generated SOA 
were measured at the PSI environmental reaction chamber (S10). Photochemical 
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reactions in a mixture of hydrocarbons and NOx were induced by light which leads to the 
formation of oxygenated volatile organic compounds and concurrently to SOA. First, the 
chamber (27 m3) was humidified to ~50% nominal relative humidity. Then NO and NO2 
were added sequentially. Next, a small amount of a liquid hydrocarbon (1,3,5-
trimethylbenzene (TMB), α-pinene or isoprene) was injected into a heated glass bulb 
which was then flushed into the chamber with pure air produced by a zero air generator 
(AADCO 737-series 15 A). The compounds were left to mix in the chamber for 
approximately 15-30 minutes before turning on the 4 xenon lamps (4 kW each). Initial 
input concentrations for the experiments are presented in Table S1. Growth factors (GF), 
defined as the ratio of droplet size at a given relative humidity (RH) to the dry size 
depend on the hygroscopic properties of the aerosol components. Growth factors were 
measured using a hygroscopicity tandem differential mobility analyzer (HTDMA). 
Briefly, a narrow size distribution of dried particles (<10% RH) is selected, particles are 
exposed to water at a fixed elevated RH and the final size distribution is measured. The 
HTDMA used in this study is described in (S11) and was operated at an RH of 95%. The 
residence time of the aerosol at the chosen RH prior to entering the second DMA was 15 
s. The effective hygroscopicity parameter was estimated here and for the rest of the 
experiments described in this section with the method of Petters and Kreidenweis (S12). 
A Q-AMS was used to characterize the OA composition (S8-S9), and O:C was estimated 
using the methods in (S13). 

Field Measurements at the high-alpine site Jungfraujoch (JFJ). The JFJ is a European 
high-alpine background site located on an exposed mountain ridge in the Bernese Alps, 
Switzerland, at 3580m altitude (46.33º N, 7.59º E). The station is surrounded by glaciers 
and rocks, and no local vegetation is present. Within the World Meteorological 
Organization (WMO) Global Atmosphere Watch (GAW) program continuous 
measurements of aerosol parameters have been performed at the JFJ site since 1995 (S14). 
Hygroscopicity  and AMS measurements were performed during the Cloud and Aerosol 
Characterization Experiment (CLACE3) from February to April 2004. The HTDMA used 
in this study is described in (S15) and was used to measure the diameter increase from 
RH <10% to RH of 85%. The residence time of the aerosol at the chosen RH prior to 
entering the second DMA was 20 s. Since ambient aerosol contained inorganic species 
and black carbon besides OA, the hygroscopic growth due to OA only was extracted 
using the Zdanovskii-Stokes-Robinson (ZSR) method (S16). To compare GF values 
measured at different RH, we used the semi-empirical model described in Petters and 
Kreidenweis (S12). The same Q-AMS described above for the PSI smog chamber 
experiments was used here. 

Mexico City Field measurements. The Megacity Initiative: Local and Global Research 
Observations (MILAGRO) took place in and around Mexico City during March 2006. 
The MILAGRO campaign was designed to study the chemical characterization and 
transformation of pollutants from the Mexico City urban area to regional and global 
scales. A HR-ToF-AMS (S3) and a HTDMA were deployed on an aircraft platform 
onboard the National Science Foundation/National Center for Atmospheric Research 
(NSF/NCAR) C-130 aircraft. Details on the AMS deployment and general results for the 
campaign are described in (S17). The HTDMA used in this study is described in (S18) 
and was operated between RH <10% and RH of 85%. The residence time of the aerosol 
at the chosen RH prior to entering the second DMA was 10 s. 
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Field Measurements at the Hyytiälä Forested Site. Figure 3 also shows two points 
(labeled "Hyytiälä LV-OOA" and "Hyytiälä  SV-OOA") summarizing the results from a 
field study at the Hyytiälä Forestry Station in Finland which took place during the spring 
2005 BACCI  (Biosphere-Aerosol-Cloud-Climate Interactions) and QUEST 
(Quantification of Aerosol Nucleation in the European Boundary Layer) field 
experiments. A Q-AMS was operated alongside three TDMA instruments measuring the 
change in diameter of dried ambient particles exposed to water vapor (hygroscopicity, 
HTDMA) (S19), ethanol vapor (organic affinity, OTDMA) (S20,S21), or heat (volatility, 
VTDMA) (S22). The HTDMA and OTDMA were operated at saturation ratios of about 
0.88 and 0.82, respectively. Growth factors were measured for different dry particle 
diameters, but only 50 nm data are used here as it is the largest size measured by the 
TDMAs and closest to the smallest particle sizes observed with the AMS. Residence 
times were 1-2 s which are sufficient for particles of these small sizes (S23).  

Only two organic factors, LV-OOA and SV-OOA, were found when the measured 
organic mass spectrum was analyzed by the positive matrix factorization (PMF) 
technique (S24-S26), and their relative volatilities were confirmed with the VTDMA. 
Most of the variability in hygroscopic and ethanol growth factors (HGF and EGF, 
respectively) was captured by a simple model. Volume fractions (vi) of the main 
inorganic ions (SO4+NH4+NO3) and the two organic groups of species (LV-OOA and 
SV-OOA) were calculated. Hygroscopic and ethanol growth factors (HGF and EGF, 
respectively) of the three groups were treated as fitting parameters, when the equations: 

    HGF3= vinorg × HGF3
inorg + vLV-OOA × HGF3

LV-OOA + vSV-OOA × HGF3
SV-OOA + εH 

    EGF3= vinorg × EGF3
inorg + vLV-OOA × EGF3

LV-OOA + vSV-OOA × EGF3
SV-OOA + εO 

were fitted to the experimental data; εi are the residuals of the fits. These fits produced six 
parameters, i.e. hygroscopic and ethanol growth factors for each group. The fitted growth 
factors, which are given in Table S2, are indicative of average properties of the groups. In 
general, the measured HGF and EGF values correlate with the expected solubility of 
these groups in water and ethanol.  Inorganic species have high hygroscopic growth 
factors and low ethanol growth factors.  LV-OOA, has a moderate HGF that is consistent 
with the fact that it is highly oxidized and a moderate EGF that is consistent with its 
organic composition.  The less oxidized SV-OOA is insoluble in water at 88 % relative 
humidity, but it has the highest EGF.  This simple model with three component groups 
provided the best fit to the measured HGF and EGF values.  When total OA was 
considered as a single component, the fitting performed significantly worse during many 
time periods. Similarly,  increasing the number of organic groups extracted from PMF 
did not improve the fits for time periods with the lowest correlations. The fact that both 
particle hygroscopicity and organic affinity – two different physicochemical properties – 
can be parameterized using the concentrations of SV-OOA and LV-OOA, shows clearly 
that these are relevant groups of organic species with different average physicochemical 
properties, and not merely mathematical constructions produced by the factor analysis.  

S1.3. Description of the Model of SOA Formation and Aging. 
The modern understanding of secondary organic aerosol builds on the foundation laid by 
Pankow (1994) (S27) and Odum et al. (1997) (S28), which describes the phase 
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partitioning of semivolatile organic mixtures. Recent studies of primary emissions have 
also revealed that primary emissions behave as we expect semivolatile mixtures to 
behave, evaporating upon dilution as the system works to maintain a constant vapor 
pressure (S29) and also evaporating substantially upon mild heating (S30,S31).  A key 
conclusion from these studies is that there is a very substantial pool of organic mass in 
the vapor phase in equilibrium with the primary organic particles (S32-33).  The phase 
partitioning of this mixture is driven by the mass concentration of organic aerosol (COA) 
distributed over 'bins' described by their saturation concentration (C*) at 298 K; this is 
the foundation of the volatility basis set (VBS) (S32).  The mass fraction Fi in the 
condensed phase in each bin i with volatility Ci

* is given by 

Fi = ( 1 + Ci
*/COA) 

as described by Donahue et al. (S32).  The temperature dependence of partitioning is 
fully described by the Clausius Clapeyron equation; changing temperatures cause the Ci

* 

bins to shift from their nominal 298K value to higher or lower values as temperature 
increases or decreases from 298 K (S32, S34).    

These vapors will react with OH radicals in the gas phase, often with a rate constant near 
3 × 10-11 cm3 molec-1 s-1 (S35). Heterogeneous reactions of OH with particles can also 
play a role, but mass-transfer limitations restrict them to be a factor of 3-10 slower than 
gas-phase oxidation of these vapors (S36).  In either case, the critical question is what the 
reaction products will be and whether they will have lower or higher C* values than the 
precursor. 

In addition to changing the C* values, reactions will change the oxygen content of the 
organic compounds.  The chemical composition of material with a given C* value is 
largely controlled by the oxygen to carbon ratio (O:C) of the compounds, and the 
composition can vary widely depending on this parameter.  For example, material in the 1 
µg m-3 bin can range from C25 alkanes to simple sugars (C6O6Hx).  There are tens of 
thousands of organic structures with 10 or so carbons and varying numbers of oxygen 
atoms (not to mention H and N). However, structure activity relationships (SAR) such as 
those recently described by Pankow and Asher (2008) (S37) reduce the broad effects of 
added oxygen moieties to some simple rules: added -OH functionality decreases the C* 
of an organic backbone by a factor of about 100 (180), while added =O functionality 
decreases C* by 10. Based on these simple rules as well as C* values for alkanes and a 
few oxygenated compounds, we have developed a 2-dimensional VBS (2D-VBS), adding 
O:C as a 2nd dimension to complement C*. Another 2D-VBS has recently been proposed 
based on carbon number and polarity, which however are not directly characterizable 
experimentally for the total OA in either ambient or chamber experiments (S38).  C* and 
O:C are fundamentally empirical quantities, but we can relate them to properties 
predicted from thermodynamic theory and SARs.  Moreover, since high time-resolution 
experimental measurements are now available for both of these properties, the model 
framework can be experimentally constrained and verified with both laboratory and field 
measurements.  

For use in a box model, we use C* ranging from 10-5 to 109, separated by powers of 10, 
and O:C ranging from 0 to 1, separated by 0.1. The bins with C* >~ 106 are included only 
to consider the phenomenology; any complete model would explicitly model the VOCs 
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and oxygenated VOCs (OVOCs) in that range. We can predict the average properties in 
each of the 165 bins. For example, C* = 1 µg m-3 and O:C = 0 is roughly C25, while C* = 
1 µg m-3 and O:C = 0.4 is roughly C10 (C10O4Hx). Application in 3-D models will require 
a substantially coarser distribution of bins, and representing only those portions of the 
space where a substantial fraction of the mass evolves.   

To simulate the chemistry of vapors in the 2D-VBS, we have constructed two 'oxidation 
kernels' describing two competing processes, functionalization and fragmentation, 
depicted in Figure 4c. Functionalization is formation of a product with an identical 
carbon number but increased O:C, while fragmentation is formation of at least two 
products with lower carbon numbers (as well as an increased O:C for the aggregate). In 
the 2-D VBS we track carbon mass and compute the total organic mass to simplify mass 
conservation. The functionalization kernel assumes that each generation of oxidation by 
OH that does not cause fragmentation reduces C* by between 1 and 6 decades and adds 
between 1 and 3 oxygen atoms (with the change in O:C depending on the mean carbon 
number of a given starting bin).  A key simplifying assumption is that reactions in the 
functionalization branch will be similar for all bins in the 2D-VBS.  The functionalization 
behavior is represented by the functionalization kernel shown in Figure S2; distributing 
the products in the x direction (C*) is straightforward, while the y-direction (O:C) 
depends on the average carbon number of the starting bin, which is known.  The 
functionalization matrix at present is designed to depict typical changes under low-NOx 
conditions; treatment of high-NOx chemistry will require a parallel set of bins 
representing organic nitrates. 

We hypothesize that the major difference in mechanisms for different compounds 
(represented by different bins) is a changing ratio of functionalization to fragmentation.  
A second key assumption is that this branching ratio (β) can be represented by a simple 
function of O:C - specifically (O:C)n. For the results shown here we have assumed β = 
(O:C)(1/6). This means that compounds with an O:C of 0.5 have a 90% chance of 
fragmenting.  For fragmentation, we assume that the C-C bond that cleaves is randomly 
distributed along the carbon backbone. This means that the carbon mass in the products is 
a triangular distribution weighted toward the heavy products. We assume that this applies 
to C* bins more volatile than a given precursor. For example, if a precursor with C*=1 
µg m-3 fragments, the 10 µg m-3 bin will receive the most carbon mass, and the 109 bin 
the least, with a normalized distribution. As a simplification, we assume that the bins to 
the left of the midpoint have an unchanged O:C, while the bins to the right of the 
midpoint (more volatile) progress diagonally toward the bin (109,1).  The resulting 
fragments are then processed with a similar oxidation kernel to the one shown above, 
with the major difference being that many heavy fragments are assumed to end up with 
roughly the same O:C as the precursor compound.  Fragmentation is represented in 
Figure S3 and thus fills the wide area in the fragmentation region shown in Figure 4.  
This simple representation is designed only to capture the barest key features of the 
fragmentation process. 

Figures S2 and S3 below depict the functionalization and fragmentation branches in our 
2D VBS for a bin at 100 µg m-3 and an O:C of 0.4 (averaging roughly 9 carbons and 3.5 
oxygens).  Functionalizaton reactions out of this bin generate products in the bins with 
probabilities as shown; the most likely result (16% of the carbon) is a decrease in C* by 3 
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decades and an increase in O:C of 0.2.  However, the products spread through the range 
of expected fuctionalities as indicated by the dashed red lines (similar to Figure 4).  The 
fragmentation reactions disperse material over a much wider range in the 2D space, as 
fragmentation is assumed to occur more or less randomly along the C-C backbone (given 
that there may be 100s of C9O4 isomers represented by the bin, and even the carbon 
number will range from C7 to C12).  However, the majority of the products are found with 
a slight increase in C* and either no change or a modest increase in O:C. 

Heterogeneous uptake of OH onto particles will also oxidize organics. Field evidence 
(S17, S39) and laboratory aging of ambient particles (S40) indicate this is a minor 
pathway. Experimental evidence is scant, but it appears that the functionalization vs. 
fragmentation issues are similar. At present we model heterogeneous oxidation with the 
same kernels. With an assumed gas-phase rate constant with OH of about 3 × 10-11 cm3 
molec-1 s-1 and an assumed uptake coefficient of 1.0 (S36), the heterogeneous rate of 
carbon oxidation is at least a factor of 10 slower than the homogeneous rate.  This 
"heterogeneous slowdown" is a critical feature of the framework, as it means that organic 
material is somewhat sheltered from oxidation by gas-phase OH when it resides in the 
condensed phase. Gas-phase rate constants may slow somewhat with increasing oxidation 
(for example in the series from pinonaldehyde to pinonic acid to pinic acid the OH rate 
constant at 298 K decreases from 3.5 × 10-11 cm3 molec-1 s-1 to 0.9 × 10-11 cm3 molec-1 s-1 
(S35)), but the largest uncertainty in these simulations is the fragmentation branching 
ratio β. 

We have implemented these features in a simple box model, starting with a mass-
conserving distribution of α-pinene + ozone reaction products. The volatility of the initial 
products is constrained by chamber data showing aerosol formation (S33). In addition, a 
systematic relationship has been reported between increasing O:C and decreasing total 
SOA mass (S41-S42), further supporting that the more highly oxidized reaction products 
also have lower C* values (as discussed above). Combining constraints on the C* 
distribution from aerosol yields vs. SOA concentrations, the average O:C vs. SOA 
concentrations, and a requirement that most of the products have 10 or 9 carbons, we 
obtain a tight and self-consistent constraint on the 2-D product distribution from this 
reaction. This is shown with the blue contours (0.70 and 0.125 of the maximum) in 
Figure 4, extending from α-pinene, which is a green circle. The large majority of the 
carbon mass has a C* between 104 and 106 µg m-3 with an O:C between 0.2 and 0.1. 
However, a tail in the distribution extends down to 1 µg m-3 and an O:C of 0.4. 

The simple box model takes no account of differing kinetics other than the ratio of 
homogeneous to heterogeneous oxidation; instead it is run in non-dimensional time units 
tied to a (uniform) gas-phase lifetime.  For a typical rate constant of 3 × 10-11 cm3 molec-1 
s-1 and a typical mid-day OH concentration of 6 × 106 molec cm-3, one "lifetime" 
corresponds to about 1.5 hours, so this chemistry will occur very quickly.  Future work 
will focus on more realistic representation of kinetics and mechanisms, especially with 
regard to the fragmentation and oligomerization pathways.  Oligomerization is not 
currently modeled in this framework because the research community is far from a 
consensus on the fraction of condensed-phase organic compounds or the key mechanisms 
involved in oligomerization chemistry.  As these aspects are clarified by further research, 
oligomerization chemistry can be added to this 2D-VBS framework. 
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Figures for Supplementary Online Material 

Figure S1. High-resolution spectra derived from Positive Matrix Factorization (PMF 
(S24-S26)) analysis of ground-based data of two field studies in Riverside, California in 
Jul.-Aug. 2005 as part of the SOAR-1 campaign (S43), and Mexico City in March 2006 
as part of the MILAGRO campaign (S13). HOA: hydrocarbon-like organic aerosol; SV-
OOA: semivolatile oxygenated organic aerosol; LV-OOA: low-volatility oxygenated 
organic aerosol; Local OA: local organic aerosol; BBOA: biomass burning organic 
aerosol. 
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Figure S2. Representation of the functionalization pathway used in the 2D-VBS model.  
Reactions out of the bin (2,0.4:1) (green circle, nominal C9O3.6) generate products with 
the probabilities (yields) shown.  Concentrations in all bins are carbon mass 
concentration, and the yields sum to 1.0, so carbon is conserved.  The most probable 
reactions add 1, 2 or 3 oxygens with C* dropping by about 1.5 (in log space) per added O.  
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Figure S3. Representation of the fragmentation pathway used in the 2D-VBS model.  
Fragmentation out of the same bin as Figure S2 (2,0.4:1) (green circle, nominal C9O3.6) 
generates products with lower nominal carbon numbers dispersed over a wide area in the 
C* space.  The distribution is derived from two premises: First, fragmentation is assumed 
to be at a randomly selected C-C bond, meaning that for a C10 precursor there will be 
equal molar yields of C9, C8, ... C1 products.  The mass yield distribution is triangular, 
favoring C9.  Second, the resulting fragments are assumed to add 0, 1, or 2 oxygens 
relative to the O:C of the parent.  Product carbon yields are thus largest near the parent, 
with wide distribution, some products have substantially decreased C* in spite of reduced 
carbon number, consistent with the C8 triacid product shown in Figure 4. 
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Tables for Supplementary Online Material 
Table S1: Experimental conditions for SOA formed at the smog chamber. 

Experiment Precursor 

Precursor 
concentration 

[ppb] NO[ppb] NO2[ppb] 
r2 between κ and

O:C 
1 TMB 150 - 75 0.97 
2 TMB 86 - 43 0.92 
3 α-pinene 180 48 60 0.92 
4 α-pinene 124 31 41 0.94 
5* α-pinene 10 - 5 0.67 
6 isoprene 1200 300 300 0.95 

* Experiment 5 is a combination of two similar experiments where the AMS and 
HTDMA were not measuring simultaneously. 

Table S2. Fitted hygroscopic (HGF) and ethanol (EGF) growth factors for the three 
groups at saturation ratios (S) of 0.88 and 0.82, respectively. 

 HGF @ S = 
0.88 

EGF @ S = 
0.82 

SO4 + NH4 + NO3 1.53 1.00 

LV-OOA 1.29 1.12 

SV-OOA 1.00 1.16 
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Table S3: Location, duration, season, previous publications, and acknowledgements for 
the field studies shown in Figure 1. These tables are also included as a Microsoft Excel  
(.xls) file as part of the SOM of this paper. 

Long. Lat.

Beijing, China Urban 116.0 40.0 7/9/2006 - 
7/21/2006

12 
days Su Sun et al. [2009] 

(S44)

NNSF of China 40575063, NBRP of China 
2006CB403703 & 2006CB403701, US NSF 

ATM-0840673, US DOE DE-FG02-
08ER64627

Tokyo, Japan Urban 139.75 35.67 7/23/2003 - 
8/14/2003

23 
days Su

Takegawa et al. 
[2005, 2006] 

(S45,S46)
MEXT and JST

Tokyo, Japan Urban 139.75 35.67 1/20/2004 - 
2/10/2004

20 
days W

Takegawa et al. 
[2005, 2006] 

(S45,S46)
MEXT and JST

Pittsburgh, PA, 
USA PAQS Urban -79.94 40.44 9/6/2002 - 

9/22/2002
15 

days F

Zhang et al.  [2004, 
2005abc, 2007] 

Ulbrich et al. [2009] 
(S26,S47-S51)

NSF ATM-0449815, NASA NNG04GA67G

Mexico City, 
Mexico MILAGRO Urban -99.15 19.48 3/10/2006 - 

3/30/2006
21 

days Sp Aiken et al. [2008, 
2009] (S13,S52)

NSF ATM-0513116 & ATM-0528634, DOE 
DE-FG02-05ER63981

Riverside, CA, 
USA SOAR-1 Urban -117.40 33.95 7/14/2005 - 

8/13/2005
30 

days Su

DeCarlo et al. [2006], 
Docherty et al. [2008], 
Cubison et al.  [2008] 

(S3,S43,S53)

EPA RD-83216101-0, EPA STAR R831080, 
NSF ATM-0513116

Houston, TX, 
USA

TexAQS-
2000 Urban -95.36 29.76 8/15/2000 - 

9/15/2000
31 

days
Su - 

F
Tanaka et al. [2003] 

(S54) State of Texas

Boulder, CO, 
USA BFS Urban -105.27 40.02 6/7/2003 - 

6/20/2003
14 

days Su Nemitz et al. [2008] 
(S55)

EPA RD-83216101-0, NSF ATM-0513116, 
NASA NNG04GA67G

New York City, 
USA PMTACS Urban -73.82 40.74 6/30/2001 - 

8/5/2001
36 

days Su Drewnick et al. 
[2004a, b] (S56-S57)

NYS DEC C004210, NYSERDA 
4918ERTERE-S99 and US EPA R828060010

New York City, 
USA PMTACS Urban -73.82 40.74 1/7/2004 - 

2/6/2004
30 

days W Weimer et al.  [2006] 
(S58)

NYS DEC C004210,  NYSERDA 
4918ERTERE-S99

Vancouver, 
Canada

PACIFIC-
2001 Urban -123.13 49.25 8/11/2001 - 

8/24/2001
13 

days Su
Boudries et al. [2004], 
Alfarra et al.  [2004] 

(S59-S60)
Environment Canada, GBEI, and PERD

Edinburgh, UK Urban -3.20 55.95 10/31/2000 -
11/10/2000

10 
days F Allan et al.  [2003ab] 

(S61-62)
UK NERC GR3/12499 & 

NER/S/A/2000/03653

Manchester, UK Urban -2.22 53.50 6/14/2001 - 
6/25/2001

11 
days Su Allan et al.  [2003ab] 

(S61-62)
UK NERC GR3/12499 & 

NER/S/A/2000/03653

Manchester, UK Urban -2.22 53.50 1/17/2002 - 
1/28/2002

11 
days W Allan et al.  [2003ab] 

(S61-62)
UK NERC GR3/12499 & 

NER/S/A/2000/03653

Mainz, Germany Urban 8.23 49.98 9/16/2004 - 
10/1/2004

15 
days F Vester et al.   [2007] 

(S63) Deutsche Forschungsgemeinschaft 

Zurich, 
Switzerland Urban 8.50 47.40 7/14/2005 - 

8/4/2005
21 

days Su Lanz et al. [2007] 
(S25)

Swiss Federal Office for the Environment 
(FOEN)

Zurich, 
Switzerland Urban 8.50 47.40 1/6/2006 - 

1/25/2006
19 

days W Lanz et al. [2008] 
(S64)

Swiss Federal Office for the Environment 
(FOEN)

Cruise track 
along East coast 
of USA, Leg1

NEAQS-
2002

Urban 
Downwind

-78.1 ~ -
70.5

32.8 ~ 
43.1

7/18/2002 - 
7/26/2002; 
7/29/2002 - 
8/10/2002

21 
days Su

deGouw et al. [2005], 
Marcolli et al. [2007], 

Bates et al. [2005] 
(S65-67)

NOAA

Chelmsford, UK TORCH-1 Urban 
Downwind 0.42 51.74 7/29/2003 - 

8/31/2003
33 

days Su Cubison et al.  [2006] 
(S68) UK NERC PTP

Taunus, Germany Urban 
Downwind 8.45 50.22 7/14/2004 - 

8/4/2004
21 

days Su
Dusek et al. [2006], 
Hings et al., [2007] 

(S69-S70)
MPI and Univ. of Mainz

Se
as

on

Previous Publications Funding Acknowledgements for Individual 
StudiesLocation Site type

Coordinates Time 
Period

Dura
tion

Field 
Campaign
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Long. Lat.

Fukue Island, 
Japan

Rural / 
Remote 128.84 32.69 3/18/2003 - 

4/3/2003
16 

days Sp Takami et al. 
[2005] (S71)

GERF/MoE (B-8), JST-CREST(APEX), 
MEXT (AIE 416)

Fukue Island, 
Japan

Rural / 
Remote 128.84 32.69 4/3/2003 - 

4/16/2003
13 

days Sp Takami et al. 
[2005] (S71)

GERF/MoE (B-8), JST-CREST(APEX), 
MEXT (AIE 416)

Fukue Island, 
Japan

Rural / 
Remote 128.84 32.69 5/10/2003 - 

6/3/2003
24 

days
Sp - 
Su

Takami et al. 
[2005] (S71)

GERF/MoE (B-8), JST-CREST(APEX), 
MEXT (AIE 416)

Okinawa Island, 
Japan

Rural / 
Remote 128.25 26.87 10/3/2003 - 

10/28/2003
25 

days F Miyoshi et al.   [2009] 
(S72) GERF/MOE (C-51), MEXT (W-PASS 462)

Okinawa Island, 
Japan

Rural / 
Remote 128.25 26.87 10/28/2003 -

12/2/2003
35 

days
F - 
W

Miyoshi et al.   [2009] 
(S72) GERF/MOE (C-51), MEXT (W-PASS 462)

Okinawa Island, 
Japan

Rural / 
Remote 128.25 26.87 12/2/2003 - 

12/24/2003
22 

days W Miyoshi et al.   [2009] 
(S72) GERF/MOE (C-51), MEXT (W-PASS 462)

Okinawa Island, 
Japan

Rural / 
Remote 128.25 26.87 3/13/2004 - 

4/8/2004
26 

days Sp Miyoshi et al.   [2009] 
(S72) GERF/MoE (B-8, C-51), MEXT (AIE 416) 

Okinawa Island, 
Japan

Rural / 
Remote 128.25 26.87 4/8/2004 - 

4/27/2004
19 

days Sp Miyoshi et al.   [2009] 
(S72) GERF/MoE (B-8, C-51), MEXT (AIE 416) 

Cheju Island, 
Korea ACE-Asia Rural / 

Remote 126.50 33.51 4/11/2001 - 
4/30/2001

19 
days Sp Topping et al.  [2004] 

(S73)

NER/A/S/2000/00442, NER/S/A/2000/03653 
JDA, NER/S/A/2001/06423 DT and NERC 

GR3/12499
Storm Peak, CO, 

USA INSPECT-2 Rural / 
Remote -106.70 40.45 4/4/2004 - 

5/2/2004
28 

days Sp Richardson et 
al. [2007] (S74) NSF ATM-0334308 & ATM-0513116

Duke Forest, NC, 
USA

Rural / 
Remote -79.10 35.97 9/13/2004 - 

9/21/2004
7 

days F EPA RD-83145401

Thompson Farm, 
NH, USA

Rural / 
Remote -70.95 43.11 7/9/2005 - 

8/15/2005
38 

days Su Cottrell et al.  [2008] 
(S75)

NOAA NA03OAR4600122 and 
NA04OAR4600154, NSF ATM-0327643, EPA 

83216101-0
Pinnacle State 

Park, NY, USA
Rural / 
Remote -76.00 43.00 7/14/2004 - 

8/5/2004
22 

days Su Bae et al.  [2007] 
(S76)

NYS DEC C004210, NYSERDA 
4918ERTERE-S99

Chebogue Pt., 
Nova Scotia, 

Canada
ICARTT Rural / 

Remote -66.10 43.76 7/7/2004 - 
8/14/2004

38 
days Su Williams et al. [2007] 

(S77)
ICARTT, NOAA NA05OAR4310025, NSF 

ATM-0449815

Jungfraujoch, 
Switzerland CLACE Rural / 

Remote 7.60 46.30 6/28/2002 - 
7/17/2002

19 
days Su

Hyytiälä, 
southern Finland

BACCI & 
QUEST

Rural / 
Remote 24.28 61.84 3/31/2005 - 

4/15/2005
15 

days Sp Raatikainen et al. 
[2009] (S78)

Maj and Tor Nessling Foundation (grants 
2007083 and 2008095), FCoE program (project 

number 1118615), FiDiPro program, and 
BACCI and QUEST projects

Location Field 
Campaign Site type

Coordinates Funding Acknowledgements for Individual 
Studies

Time 
Period

Dura
tion Se

as
on

Previous Publications
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Table S4: Locations and average concentrations of non-refractory submicron species for 
the studies in the map of Figure 1. In all cases the averages are over all the available data 
for each campaign. 
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C
hl
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L
V

-O
O
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-O

O
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T
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 O

O
A

O
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 O

A

T
ot

al

Beijing, China 20.3 17.3 13.1 1.10 11.5 12.3 4.3 n/a n/a 79.9

Tokyo, Japan (Summer) 3.2 1.5 1.9 0.15 1.9 3.2 1.5 n/a n/a 13.2

Tokyo, Japan (Winter) 1.8 3.9 2.7 0.78 3.7 n/a n/a 2.3 1.0 16.2

Pittsburgh, PA, USA 7.0 0.9 2.4 0.06 1.4 2.6 0.5 n/a n/a 14.7

Mexico City, Mexico 3.6 3.5 2.0 0.40 5.0 n/a n/a 8.1 4.2 26.8

Riverside, CA, USA 3.3 4.3 2.4 0.09 1.2 2.8 4.2 n/a 0.6 19.1

Houston, TX, USA 4.9 0.4 1.5 0.02 0.7 n/a n/a 2.7 2.6 12.8

Boulder, CO, USA 0.6 0.5 0.3 0.01 0.5 1.0 1.5 n/a n/a 4.4

New York City, USA (Summer) 3.9 0.7 1.7 0.03 1.1 3.0 1.8 n/a n/a 12.2

New York City, USA (Winter) 2.4 2.6 1.7 0.18 2.2 n/a n/a 2.6 n/a 11.6

Vancouver, Canada 0.9 0.6 0.7 0.04 2.4 n/a n/a 2.5 n/a 7.0

Edinburgh, UK 0.5 0.3 0.3 0.00 0.7 n/a n/a 1.2 n/a 3.0

Manchester, UK (Summer) 3.4 3.7 2.3 0.00 1.9 n/a n/a 3.0 n/a 14.3

Manchester, UK (Winter) 0.8 0.8 0.6 0.00 1.0 n/a n/a 0.6 1.5 5.2

Mainz, Germany 1.2 0.6 0.5 0.04 0.8 n/a n/a 1.1 n/a 4.3

Zurich, Switzerland (Summer) 1.4 0.8 0.8 0.03 0.5 2.9 1.4 n/a 1.8 9.6

Zurich, Switzerland (Winter) 4.2 8.0 3.9 0.16 0.7 n/a n/a 5.1 3.5 25.5

Off New England Coast 2.0 0.3 0.7 0.01 0.5 2.1 2.8 n/a n/a 8.5

Chelmsford, UK 1.7 0.5 0.7 0.04 0.8 1.4 0.4 n/a n/a 5.3

Taunus, Germany 3.9 1.4 1.4 0.03 1.6 4.5 3.4 n/a n/a 16.3

Fukue, Japan 4.7 0.5 1.7 0.07 0.5 2.0 1.6 n/a n/a 11.0

Okinawa, Japan 4.7 0.2 1.3 0.04 n/a 1.2 0.5 n/a n/a 7.9

Cheju, Korea 3.9 0.8 1.7 0.00 0.3 n/a n/a 4.0 n/a 10.7

Storm Peak, CO, USA 0.6 0.2 0.4 0.00 0.2 n/a n/a 0.7 n/a 2.1

Duke Forest, NC, USA 1.1 0.1 0.3 0.00 0.1 0.8 0.5 n/a n/a 2.8

Thompson Farm, NH, USA 3.0 0.3 0.9 0.01 1.1 1.3 2.9 n/a n/a 9.5

Pinnacle Park, NY, USA 4.9 0.4 1.3 0.01 0.3 2.7 2.7 n/a n/a 12.3

Chebogue Pt., Canada 0.9 0.1 0.3 0.00 0.2 0.9 0.6 n/a n/a 2.9

Jungfraujoch, Switzerland 0.5 0.2 0.3 0.00 n/a 0.8 0.4 n/a n/a 2.2

Hyytiälä, Finland 0.3 0.3 0.2 0.00 n/a 0.6 0.6 n/a n/a 2.0

Dataset Location

Average Concentration (μg m-3) in submicron aerosols under ambient conditions

 



15 of 17 

SOM References 
 
S1. J.D. Smith et al., Atmos. Chem. Phys. 9, 3209 (2009).  
S2. J.H. Kroll et al., Phys. Chem. Chem. Phys. 11, 8005 (2009). 
S3. P.F. DeCarlo et al., Anal. Chem. 78, 8281 (2006). 
S4. E.A. Weitkamp, A.M. Sage, J.R. Pierce, N.M. Donahue, and A.L. Robinson, 

Environ. Sci. Technol. 41, 6969 (2007). 
S5. A.M. Sage, E.A. Weitkamp, A.L. Robinson, and N.M. Donahue, Atmos. Chem. 

Phys. 8, 1139 (2008). 
S6. A.P. Grieshop, J.M. Logue, N.M. Donahue, and A.L. Robinson, Atmos. Chem. Phys. 

9, 1263 (2009). 
S7. A.P. Grieshop, N.M. Donahue, and A.L. Robinson, Atmos. Chem. Phys. 9, 2227 

(2009). 
S8. J.T. Jayne et al., Aerosol Sci. Technol. 33, 49 (2000). 
S9. M.R. Canagaratna et al., Mass Spec. Rev. 26, 185 (2007). 
S10. D. Paulsen et al., Environ. Sci. Technol. 39, 2668 (2005). 
S11. J. Duplissy et al., Geophys. Res. Lett. 35, L03818 (2008). 
S12. M.D. Petters and S.M. Kreidenweis, Atmos. Chem. Phys. 7, 1961 (2007). 
S13. A.C. Aiken et al., Environ. Sci. Technol. 42, 4478 (2008). 
S14. M.C. Coen et al., J. Geophys. Res. 112, D13213 (2007). 
S15. S. Sjogren et al., Atmos. Chem. Phys. 8, 5715 (2008).  
S16. R.H. Stokes and R.A. Robinson, J. Phys. Chem. 70, 2126 (1966). 
S17. P.F. DeCarlo et al., Atmos. Chem. Phys. 8, 4027 (2008).  
S18. R. Gasparini, R.J. Li, and D.R. Collins, Atmos. Environ. 38, 3285 (2004). 
S19. M. Ehn et al., Atmos. Chem. Phys. 7, 211 (2007). 
S20. J. Joutsensaari, P. Vaattovaara, M. Vesterinen, K. Hameri, and A. Laaksonen, 

Atmos. Chem. Phys. 1, 51 (2001). 
S21. P. Vaattovaara, M. Räsänen, T. Kühn, J. Joutsensaari, and A. Laaksonen. Atmos. 

Chem. Phys. 5, 3277 (2005). 
S22. P. Tiitta et al., Atmos. Environ., doi:10.1016/j.atmosenv.2009.06.021, in press 

(2009). 
S23. J. Duplissy et al., Atmos. Meas. Tech., 2, 363 (2009). 
S24. P. Paatero, Chemom. Intell. Lab. Syst. 37 23 (1997). 
S25. V.A. Lanz et al., Atmos. Chem. Phys. 7, 1503 (2007). 
S26. I.M. Ulbrich, M.R. Canagaratna, Q. Zhang, D.R. Worsnop, and J.L. Jimenez, Atmos. 

Chem. Phys. 9, 2891 (2009). 
S27. J.F. Pankow, Atmos. Environ. 28, 189 (1994). 
S28. J.R. Odum, T.P.W. Jungkamp, R.J. Griffin, R.C. Flagan, and J.H. Seinfeld, Science 

276, 96 (1997). 
S29. M.K. Shrivastava, E.M. Lipsky, C.O. Stanier, A.L. Robinson, Environ. Sci. Technol. 

40, 2671 (2006). 
S30. J.A. Huffman et al., Environ. Sci. Technol. 43, 5351 (2009). 
S31. J.A. Huffman et al., Atmos. Chem. Phys. 9, 7161 (2009). 
S32. N.M. Donahue, A.L. Robinson, C.O. Stanier, and S.N. Pandis, Environ. Sci. 

Technol. 40, 2635 (2006). 
S33. N.M. Donahue, A.L. Robinson, and S.N. Pandis, Atmos. Environ. 43, 94 (2009). 



16 of 17 

S34. K. Dzepina et al., Atmos. Chem. Phys. 9, 5681 (2009). 
S35. L. Vereecken and J. Peeters. Phys. Chem. Chem. Phys. 4, 467 (2002). 
S36. A.T. Lambe, J.Y. Zhang, A.M. Sage, and N.M. Donahue, Environ. Sci. Technol. 41, 

2357 (2007). 
S37. J.F. Pankow and W.E. Asher, Atmos. Chem. Phys. 8, 2773 (2008). 
S38. J.F. Pankow and K.C. Barsanti, Atmos. Environ. 43, 2829 (2009). 
S39. D.M. Murphy, D.J. Cziczo, P.K. Hudson, D.S. Thomson, J. Geophys. Res. 112, 

D04203 (2007). 
S40. I.J. George, J. Slowik, and J.P.D. Abbatt, Geophys. Res. Lett., 35, L13811 (2008). 
S41. J.E. Shilling et al., Atmos. Chem. Phys. 9, 771 (2009). 
S42. A.P. Grieshop, N.M. Donahue, and A.L. Robinson, Geophys. Res. Lett. 34, L14810 

(2007). 
S43. K.S. Docherty et al., Environ. Sci. Technol. 42, 7655 (2008). 
S44. J. Sun et al., Atmos. Environ. doi:10.1016/j.atmosenv.2009.03.020, in press (2009). 
S45. N. Takegawa et al., Aerosol Sci. Technol. 39, 760 (2005). 
S46. N. Takegawa et al., J. Geophys. Res. 111, D11206 (2006). 
S47. Q. Zhang et al., Environ. Sci. Technol. 38, 4797 (2004). 
S48. Q. Zhang, M.R. Canagaratna, J.T. Jayne, D.R. Worsnop, and J.L. Jimenez, J. 

Geophys. Res. 110, D07S09 (2005). 
S49. Q. Zhang et al., Environ. Sci. Technol. 39, 4938 (2005). 
S50. Q. Zhang, D.R. Worsnop, M.R. Canagaratna, and J.L. Jimenez, Atmos. Chem. Phys. 

5, 3289 (2005). 
S51. Q. Zhang, J.L. Jimenez, D.R. Worsnop, and M.R. Canagaratna, Environ. Sci. 

Technol. 41,3213 (2007). 
S52. A.C. Aiken et al., Atmos. Chem. Phys. 9, 6633 (2009). 
S53. M.J. Cubison et al., Atmos. Chem. Phys. 6, 5573 (2008). 
S54. P. Tanaka et al., Atmos. Environ. 37, 1393 (2003). 
S55. E. Nemitz et al., Aerosol Sci. Technol. 42, 636 (2008). 
S56. F. Drewnick et al., Aerosol Sci. Technol. 38, 92 (2004a). 
S57. F. Drewnick et al., Aerosol Sci. Technol. 38, 104 (2004b). 
S58. S. Weimer et al., J. Geophys. Res. 111, D18305 (2006). 
S59. H. Boudries et al., Atmos. Environ. 38, 5759 (2004). 
S60. M.R. Alfarra et al., Atmos. Environ. 38, 5745 (2004). 
S61. J.D. Allan et al., J. Geophys. Res. 108, 4090 (2003a). 
S62. J.D. Allan et al., J. Geophys. Res. 108, 4091 (2003b). 
S63. B.P. Vester et al., Atmos. Environ. 41, 6102 (2007). 
S64. V. Lanz et al., Environ. Sci. Technol. 42, 214 (2008). 
S65. J. de Gouw et al., J. Geophys. Res. 110, D16305 (2005). 
S66. C. Marcolli et al., Atmos. Chem. Phys. 6, 5649 (2006). 
S67. T.S. Bates, P.K. Quinn, D.J. Coffman, J.E. Johnson, and A.M. Middlebrook, J. 

Geophys. Res. 110, D18202 (2005). 
S68. M.J. Cubison et al.¸ Atmos. Chem. Phys. 6, 5573 (2006). 
S69. U. Dusek et al. Science 312, 1375 (2006). 
S70. S. Hings, S. Walter, J. Schneider, S. Borrmann, and F. Drewnick, Aerosol Sci. 

Technol. 41, 679 (2007). 
S71. A. Takami, T. Miyoshi, A. Shimono, S. Hatakeyama, Atmos. Environ. 20, 4913 



17 of 17 

(2005). 
S72. T. Miyoshi et al., J. Geophys. Res., submitted (2009). 
S73. D. Topping et al., Atmos. Environ., 38, 2111 (2004). 
S74. M.S. Richardson et al., J. Geophys. Res. 112, D02209 (2007). 
S75. L. Cottrell et al., J. Geophys. Res. 113, D08212 (2008). 
S76. M.S. Bae, K.L. Demerjian, and J.J. Schwab, Atmos. Environ. 39, 7467 (2006). 
S77. B.J. Williams et al., J. Geophys. Res. 112, D10S26 (2007). 
S78. T. Raatikainen et al., Atmos. Chem. Phys. Discuss. 9, 21847 (2009). 



www.sciencemag.org    SCIENCE    VOL 326    11 DECEMBER 2009 1493

PERSPECTIVES

A New Look at Aging Aerosols

ATMOSPHERIC SCIENCE

Meinrat O. Andreae 

As organic aerosols from different sources age 

in the atmosphere, their properties become 

remarkably similar.

          T
o chemists, studying the composition 

of the organic matter in atmospheric 

aerosols has been frustrating. Despite 

years of effort and the use of the most sophis-

ticated techniques available, only ~10 to 30% 

of the particulate organic matter (POM) has 

been identifi ed as specifi c compounds ( 1). 

Given that POM makes up a major part of 

the atmospheric aerosol, this implies that 

typically the composition of about half of 

the material in atmospheric aerosols cannot 

be characterized as individual compounds. 

On page 1525 of this issue, Jimenez et al. ( 2) 

show that the effects of organic aerosol on 

atmospheric chemistry and climate can be 

discerned without knowing every one of its 

components. They propose a new conceptual 

framework that refl ects the emerging view of 

organic aerosol as a dynamic component of 

atmospheric chemistry.

Spectroscopic studies have shown that 

POM contains numerous types of organic 

molecules, including hydrocarbons, alcohols, 

aldehydes, and carboxylic acids ( 3,  4). The 

unidentifi ed compounds in POM are thought 

to be a highly complex mixture of combina-

tions of these molecular structures, resulting 

from oxidation, condensation, and oligomer-

ization of atmospheric hydrocarbons. Con-

ventional analytical techniques require large 

samples and sampling times of up to a week, 

and thus the prevailing view of organic aero-

sols has been that they are a static mixture of 

ill-defi ned “organic matter.” Because of the 

limited information available, organic aero-

sol was thought to have an uneventful life 

in the atmosphere, beginning with emission 

from tailpipes or production from oxidation 

of organic gases, and ending by deposition as 

dust or in rain.

The transformational event in this story 

was the invention and widespread use of 

the aerosol mass spectrometer ( 5). With this 

instrument, aerosols in the size range of ~50 

to 1000 nm can be analyzed with a time res-

olution of 1 min, providing chemical infor-

mation about inorganic species and organic 

molecular structural components. This tool 

has vastly increased the information available 

on the organic component of the atmospheric 

aerosol ( 2,  6,  7) and made it possible to relate 

changes in the composition, size, and amount 

of the organic components to chemical and 

physical processes in the atmosphere.

Identifi cation of individual organic spe-

cies remains an unattainable, but probably 

not so important, goal. Instead, the aero-

sol mass spectrometer provides information 

about chemical properties such as the ratio of 

oxygen to carbon, the relative abundance of 

hydrocarbon-like structures, and a variety of 

molecular fragments. This information allows 

POM to be classifi ed into a small number of 

categories that relate to their oxidation state 

and volatility. This, in turn, provides clues 

about the origin and processing history of the 

organic aerosol.

A key concept to emerge is that the 

organic aerosol is a continuum in a complex 

space of variables, such as chemical reactiv-

ity, degree of oxidation, molecular weight, 

light absorption, and hygroscopicity (the 

ability to take up water as the ambient rela-

tive humidity rises). Volatility, for example, 

spans from gaseous compounds, such as 

isoprene, to humic acid–like substances that 

resist heating to several hundred degrees 

( 8). Light absorption ability ranges from 

completely colorless substances to utterly 

black organic matter ( 9). These variables 

are crucial for the ways in which organic 

matter behaves in the atmosphere and how 

it affects climate.

Volatility regulates whether a compound 

is present as a vapor or as condensed mat-

ter. This in turn determines whether a sub-

stance is more likely to be subject to chemi-

cal transformations by gas- or condensed-

phase reactions. A large fraction of the 

atmospheric organic matter is semivolatile 

and thus readily exchanges between gas 

and aerosol, allowing a highly dynamic 

sequence of processes. For example, a com-

pound may move into the gas phase, where 

it is subject to oxidation reactions by ozone 

or the hydroxyl radical (OH), followed by 

recondensation of the less volatile oxida-

tion product, and so on ( 10). These reaction 

chains may begin with a molecule of inter-

mediate molecular weight, such as a ter-

pene, which may then undergo oxidation or 

oligomerization reactions leading to larger 

molecules, or fragmentation reactions that 

produce smaller molecules, with CO
2
 as the 

end product. Given the wide variety of start-

ing compounds (both natural and of human 

origin) that are emitted into the atmosphere, 

and the complex reaction paths possible in 

the gas and condensed phases, a myriad of 

compounds can be formed, with little hope 

of ever identifying each individually.
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          M
icroRNAs are small noncoding 

RNAs (~22 nucleotides in length) 

that negatively regulate gene 

expression at the posttranscriptional level by 

binding to the 3′-untranslated region of target 

RNAs. Over the past 15 years, critical roles 

for microRNA have been established in reg-

ulating cell proliferation, differentiation and 

development, and death ( 1). Recent investi-

gations have implicated microRNA networks 

in diverse disorders, such as cancer and car-

diac disease. On page 1549 in this issue, Wil-

liams et al. ( 2) defi ne a role for a microRNA 

(miR-206) in reinnervating the neuromuscu-

lar junction after injury and improving sur-

vival in a mouse model of the neurodegen-

erative disease amyotrophic lateral sclerosis 

(ALS). The fi ndings provide insight into the 

molecular basis of neuromuscular junction 

plasticity in the adult and also into determi-

nants of rates of disease progression in motor 

neuron disease.

Motivated by the observation that micro-

RNAs mediate stress responses in muscle, 

Williams et al. sought evidence that micro-

RNAs are dysregulated in the muscle of a 

transgenic line of the ALS mouse model. In 

these transgenic ALS mice, a mutant form 

of the enzyme superoxide dismutase pro-

tein (SOD1) was expressed, which triggers 

adult-onset motor neuron death. In normal 

mice, sciatic nerve injury, which results in 

denervation of muscle, increases expression 

of miR-206 in the muscle. When miR-206 

was inactivated in ALS mice, the time from 

disease onset to death was shortened, indi-

cating that miR-206 is protective in ALS. 

Similarly, inactivation of miR-206 in nor-

mal adult mice adversely influenced the 

response of the neuromuscular junction to 

nerve injury. In the absence of miR-206, 

axonal regrowth toward the denervated neu-

romuscular junction was normal, but inner-

vation of the junctional endplates (the mus-

cle fi ber membrane at the junction between 

muscles and nerves) was delayed. Moreover, 

the neuromuscular junctions that did form 

were morphologically defective. Remark-

ably, loss of miR-206 had no impact on the 

normal development of the neuromuscular 

junctions in uninjured embryos and young 

mice, indicating a relatively specifi c role for 

mir206 in junction maintenance and regen-

eration in the adult.

Williams et al. further documented that 

miR-206 represses the expression of of his-

tone deacetylase 4 (HDAC4) in muscle cells. 

HDAC4 normally inhibits nerve reinner-

vation by blocking expression of fi broblast 

growth factor binding protein 1 (FGFBP1). 

FGFBP1 is thought to potentiate the actions 

of FGF proteins (FGF7, 10, and 22) on distal 

motor neuron terminals and thereby promote 

innervation. Thus, there is a reciprocal inter-

action between miR-206 and HDAC4; the 

former facilitates and the latter inhibits rein-

nervation (see the fi gure).

These fi ndings are of considerable inter-

est from several perspectives. It is evident 

that the miR-206–HDAC4–FGFBP1 sig-

naling pathway is important in maintain-

ing the integrity and plasticity of the adult 

neuromuscular junction. The importance of 

microRNA function during normal develop-

ment of the brain is well established. In the 

nervous system, for example, inactivation 

of mechanisms that generate microRNA 

severely disrupts brain structure ( 3,  4). 

Less well defi ned is a role for microRNA 

in maintaining homeostasis at the neuro-

muscular junction in the mature nervous 

system. Williams et al. convincingly show 

that, although it is not essential for normal 

A Reinnervating MicroRNA
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A microRNA expressed in skeletal

muscle promotes the regeneration of

neuromuscular synapses after injury and

in a neurodegenerative disease model.
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Fortunately, such identifi cation may not 

be necessary, or even particularly helpful, 

for understanding the role of organic aero-

sols in atmospheric chemistry and climate, 

because some of the key variables men-

tioned above are interrelated and can be 

derived from properties that can be mea-

sured relatively easily. Hygroscopicity is an 

interesting example: It determines how read-

ily a particle can take up water in a nascent 

cloud and thus nucleate a cloud droplet, an 

important way in which aerosols infl uence 

climate ( 11). Jimenez et al. show that the 

hygroscopicity of POM increases in close 

correlation with its degree of oxidation as 

measured by aerosol mass spectrometry, 

indicating that the cloud-nucleating abil-

ity of organic aerosols increases as a result 

of atmospheric chemical processing. Sim-

ilarly, light absorption by POM increases 

during aging as a result of the formation of 

“brown carbon” ( 12), which affects climate 

and atmospheric chemistry by absorbing 

solar radiation.

A remarkable consequence of the atmo-

spheric evolution of POM is the convergence 

of chemical and physical properties in aerosols 

of very diverse origin as they age (see the fi g-

ure). Organic matter produced from pollutants 

in urban atmospheres, from biogenic emissions 

in forests, or from terpenes exposed to photo-

chemical reactions in smog chambers all prog-

ress to POM of similar oxidation state, hygro-

scopicity, volatility, and molecular mass. The 

dynamic exchange of semivolatile substances 

facilitates the exchange of organic molecules 

between particles of different origin, promot-

ing, for example, the coating of soot carbon 

particles with soluble organic matter.

These observations render almost obso-

lete the classical distinction between primary 

and secondary atmospheric particles—that is, 

those emitted as particles and those formed 

in the atmosphere. They also help to explain 

the striking similarity in the cloud-nucleating 

ability of particles from such diverse loca-

tions as Mexico City and the remote Ama-

zon rainforest ( 13,  14). This convergence is a 

great advantage to climate modelers, because 

it reduces the amount of complexity that 

must be represented in models that investi-

gate aerosol effects on climate. 
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